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CLOUDFS VS PEERGFS
It All Comes Down to the Architecture

Panzura CloudFS and Peer Software’s PeerGFS represent different architectural
approaches to global file services. CloudFS delivers a hybrid cloud file platform with a
single authoritative dataset in object storage, while PeerGFS provides replication software
overlaying existing storage infrastructure. This architectural distinction drives important
differences in total cost of ownership (TCO), scalability, and operational complexity.

The bottom line is that organizations deploying multiple locations handling many hundreds
of terabytes of data could realize as much as 35-80% storage savings with CloudFS through
global deduplication versus PeerGFS’s “multiplicative” storage requirements across sites.
CloudFs offers proven deployment scale that extends to hundreds of locations with sub-
60-second global consistency, while PeerGFS’s centralized locking architecture could create
practical constraints as the number of sites grows.

Choose Panzura CloudFS when:

» 3+ locations requiring collaborative workflows with global file locking

» 100TB+ total data where storage efficiency directly impacts economics

* Cloud-first OR cloud-eventual strategy with native S3 APl and object storage
integration

* Single-vendor accountability preferred over multi-vendor finger pointing

* Ransomware and data loss resilience with sub-60-second recovery and
immutable snapshots critical

« Large file collaboration (CAD/BIM/video) requiring byte-range locking

* Any growth anticipated (headcount, data volume, locations, M&A activity)

» b5-year TCO optimization rather than 1-year accounting optics

* FIPS 140-3 compliance required (government, defense, NIST 800-171)

* Modern infrastructure aligned with enterprise digital transformation

Importantly, as stated, for teams pursuing cloud transformation with regulatory compliance
requirements, CloudFS is the only FIPS 140-3 certified solution in the category, which is

a critical qualification that creates automatic qualification differences in government and
defense contractors (NIST 800-171 compliance required), healthcare providers handling

PHI (HIPAA), financial institutions (PCI-DSS, SOX), and regulated manufacturing (ITAR,

EAR). For example, Panzura CloudFS is deployable on FedRAMP-authorized infrastructure,
unlike competitors who only claim to have security features that support compliance. The
difference could result in extended procurement, legal review, and sales cycle length.

In our opinion, PeerGFS demands an exceptionally rare and rigid operating environment
where several severe constraints must align perfectly and possibly in perpetuity. Its viability
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relies on an organization being subjected to a combination of limitations. This potentially
includes binding and unchangeable infrastructure freeze for a decade or more, and a
documented business guarantee of zero growth or mergers, forever capping the number of
sites at two or three.

In addition, it may include a complete absence of compliance requirements from regulated
industries like manufacturing and healthcare, which eliminates a significant portion of

the global market. As we see it, there’s a foundation for PeerGFS to remain beneficial

only if these operational handcuffs are essentially non-existent. Furthermore, this narrow
operational scenario likely must be paired with an explicit acceptance of inferior economics
and significantly increased risk. The organization’s financial leadership would knowingly
need to sign off on a TCO that is possibly two to three times higher than CloudFS, without a
technical justification.

Simultaneously, the IT team must accept a possibly major compromise on resilience, agreeing
to a recovery time objective (RTO) measured in hours or days, potentially making them highly
vulnerable to ransomware events. When factoring in the burden of coordinating Peer Software
and multiple storage vendors, the resulting profile—a business with boundaries potentially
including zero growth, no compliance, high costs, high risk, and operational complexity—
describes an enterprise in terminal decline, not a model for viable, sustained growth.

Moreover, even in the extremely narrow set of criteria where a legacy solution like PeerGFS
could theoretically be deployed, CloudFS remains technically and economically superior. For
instance, CloudFS handles small, 2-3 site deployments identically to deployments with 500
sites, offering an architecture with unlimited, seamless scale for the same operational cost,
meaning an organization should not accept the inherent architectural ceiling imposed by
non-cloud alternatives.

As to using existing storage, the Net Present Value (NPV) of 5-year operational savings
achieved by migrating to a cloud-native solution could range into the millions of dollars, a
figure that, in virtually all cases, exceeds the undepreciated asset value of legacy hardware,
making migration an immediate financial positive. As we see it, deploying a solution like
PeerGFS as a “temporary” 12-24 month bridge is economically unsound, as organizations
can potentially spend on licensing and integration that becomes a sunk cost upon the
inevitable migration to a permanent cloud-native architecture with CloudFS, proving that
cloud adoption is a logical economic choice.

We recommend you consider alternatives to PeerGFS when:

* Any location count exceeds 3 (possibly approaching architectural ceiling)

» Specific compliance requirements (FIPS 140-3 unavailable)

* Any growth plans (could exceed limits within 3-5 years)

« Data volume >50TB (economics tend to favor single-pool deduplication decisively)

* CFO prioritizes 5-year business value (not 1-year accounting optics)

* Ransomware and data loss protection matters (PeerGFS lacks Al-powered threat control)
* Al/ML workflows need S3 API (PeerGFS cannot provide)
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Economic & Competitive Consequences of Inaction

Organizations delaying global file system modernization accumulate measurable costs

across four dimensions:

Ransomware and data loss
exposure escalates

The average ransomware attack costs
enterprises $4.54M including downtime,
recovery, and ransom payments (IBM Cost
of a Data Breach Report). Relying on daily
or weekly backup windows creates 24-168-
hour recovery point objectives, meaning

1-7 days of lost work. CloudFS’s immutable

snapshots every 60 seconds mean a
standard 1-minute RPO with Al-powered
threat control capabilities.

Avoiding a single ransomware incident
justifies 5-10 years of CloudFS investment.
The longer organizations operate without
this protection, the higher the probability
of catastrophic loss. Based on industry
data showing 71% of organizations
experienced ransomware attacks in

2023, delaying modernization carries
approximately 6% monthly probability of a
$4.5 million incident.

panzura.com

Competitive disadvantage in talent
acquisition and M&A

Organizations operating legacy infra-
structure face 15-20% longer time-to-
market for new product development due
to collaboration friction. In fast-moving
industries, this delay means competitors
ship products first, capture market share,
and establish customer relationships
while laggards struggle with file sync
issues. Mergers and acquisitions amplify
this disadvantage. Integrating acquired
companies possibly requires months

with traditional replication approaches
versus 2-4 weeks with cloud-native
global file systems.

For instance, a CloudFS customer

reported files opening in seconds versus
several minutes prior to deployment. This
velocity compounds across hundreds of
employees and thousands of file iterations.
The total cost of a 12-month delay is
$500,000 to $2 million or more in wasted
storage, lost productivity, and competitive
disadvantage—before considering
ransomware and data loss risk exposure.
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Storage capacity waste
compounds monthly

Traditional replication approaches consume
10 times more storage than necessary
through redundant copies across sites. A
100TB dataset replicated to 10 locations
requires 1PB of capacity; with typical

40% annual data growth, this becomes
1.4PB within 12 months. CloudFS global
deduplication typically achieves 70%

data reduction, compressing the storage
footprint dramatically. The same 100TB
logical dataset across 10 sites consumes
approximately 30TB in cloud storage after
deduplication—a 97% reduction from the
1PB required by replication architectures.
Organizations waiting 12 months forfeit
these savings entirely.

FOCUS IN CONTEXT
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Productivity losses from file
sync delays

Industry norms suggest engineers,
designers, and knowledge workers lose
15-30 minutes daily waiting for file
synchronization, version conflicts, and
manual coordination. One customer
quantified this at 4-5 hours per designer
weekly, which is 200-250 billable hours
lost annually per employee. At $150/hour
professional services rates, this represents
$30,000 to $37,500 in lost revenue per
designer yearly.

A 50-person engineering team losing
$30,000 each annually forfeits $1.5M in
revenue while competitors using modern
global file systems capture that capacity.
Every quarter of delay costs $375,000 in
opportunity cost that never returns.

Hanson Professional Services, a 500-person engineering firm with offices spanning
the U.S. deployed Panzura CloudFS to replace DFS replication and tape backup
infrastructure. Quantified savings within the first year:

* $10,000: Backup license avoided through CloudFS native snapshot architecture

* $33,000/year: Backup maintenance contracts eliminated

e $19,200-$21,000/year: Tape rotation and storage costs removed

e Hundreds of thousands of dollars: Storage capacity reduction

In a conservative calculation, this equates to more than $62,000 in documented hard cost
elimination, plus unquantified storage savings. For example, if such a firm maintained 100TB
across 40 offices using replication (4PB total), versus CloudFS’s deduplicated 25TB pool
(75% reduction), the storage savings alone reach millions annually at standard enterprise

storage rates.

panzura.com
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Architectural foundations create divergent value

Panzura CloudFS implements a full-mesh peer-to-peer architecture where cloud object
storage serves as the single authoritative data repository. The system physically decouples
data and metadata, enabling every node to maintain complete metadata for the entire

file system without storing files locally. Only changed 128KB data blocks transmit during
the 60-second global synchronization, with peer-to-peer connections handling immediate
updates between sites for real-time collaboration.

Unlike PeerGFS’s “post-facto” replication approach, CloudFS delivers global block-level
deduplication before data syncs to cloud storage, eliminating duplication rather than
managing it. The deduplication reference table embeds in metadata shared instantly
among all CloudFS nodes, removing redundancy across the entire global deployment rather
than per site. This architecture consistently achieves as much as 80% storage reduction.
Construction firms often report, for instance, up to 70-80% consumption decreases.

The distributed file locking system operates peer-to-peer without centralized bottlenecks.
Every file has an origin node tracking current data owner status. When users request
locks, nodes communicate directly to transfer ownership and process delta lists for file
consistency. This architecture scales linearly to hundreds of locations because adding sites
doesn’t funnel through central chokepoints—each node participates equally in the global
mesh.

PeerGFS: Event-driven replication overlay on existing infrastructure

Peer Software PeerGFS deploys software-only point-to-point replication running atop
existing storage systems including Windows File Servers, NetApp ONTAP, Dell PowerScale/
EMC, and Nutanix Files. The Peer Management Center (PMC) orchestrates centralized file-
locking and coordinates replication between Peer Agents installed on each storage system.
Agents monitor file events through platform-specific APIs—CEE for Dell, FPOLICY for
NetApp—and perform delta-level block replication of changes.

FOCUS IN CONTEXT

Milwaukee Tool, a global power tool manufacturer with 50+ locations, consolidated
from distributed NetApp filers to Panzura CloudFS backed by AWS S3. Pre-deployment
storage costs were $1.15/GB on traditional infrastructure, with post-deployment of
<$0.04/GB using S3 with deduplication and tiering. In this case, the total cost reduction
was 96.5% on storage capacity. Files that previously required 40+ minutes to open
across WAN now open in seconds with CloudFS’s intelligent caching. Engineers access
massive CAD assemblies at LAN-equivalent speeds regardless of location.

While this approach may avoid wholesale infrastructure replacement, the centralized
PMC architecture for file locking potentially creates inherent scaling constraints. Every
lock request must traverse the central PMC server rather than peer-to-peer negotiation.
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While PeerGFS documentation reveals no published hard limit on site count, practical
deployments concentrate on a limited location range where centralized coordination

remains performant.

PeerGFS employs a client-server architecture with centralized file-locking servers, which
industry analyses identify as having inherent scaling limitations. Panzura CloudFS’s
distributed architecture is designed to support deployments across hundreds of locations.

Implementation complexity and time-to-value comparison

Peer Software PeerGFS Panzura CloudFS

Implementation Factor

Typical deployment timeline

Migration complexity

Downtime during cutover

Professional services required

Ongoing maintenance overhead

Upgrade complexity

4-8 weeks (depends on
existing storage configuration)

Configure agents per storage
platform; May require
DFS-N reconfiguration

Minimal but requires per-
site coordination

Variable; Depends on storage
platform diversity

High; Multi-vendor
coordination for updates

Coordinate across PMC +
agents; May require storage
vendor alignment

2-4 weeks to production

Migrate-in-place through
CloudFS mounts; SMB/NFS
compatibility enables
seamless cutover

Near-zero with parallel
mount testing

Moderate; CloudFS deploy-
ment team guides implemen-
tation

Low; Single-vendor platform
with unified management

Rolling upgrades with
zero downtime

A key differentiator is CloudFS’s 2-4 week deployment timeline compared to PeerGFS’s
potentially typical 4-8 week implementation—achieving ROl up to 6 weeks earlier. For
organizations with $870k+ annual storage waste, deploying 6 weeks faster avoids around
$100k in costs during implementation alone.

In the following case, with CloudFS, the contractor would avoid building custom secure

file infrastructure (estimated $500k+ in development costs) while maintaining productivity
across geographically distributed engineering teams. PeerGFS’s absence of certification
creates a potentially non-negotiable knockout factor regardless of other technical merits.
The fact is that enterprise buyers in government, defense, healthcare, and financial services
face similar regulatory requirements.

panzura.com
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FOCUS IN CONTEXT

A U.S. Department of Defense (now Department of War) contractor with classified
defense projects across multiple sites typically requires NIST 800-171 compliance for
Azure Government Cloud deployment. FIPS 140-3 certification is often mandatory.
CloudFS is the only FIPS 140-3 certified hybrid cloud file solution in the market.
Immutable snapshots provide audit trail for regulatory review.

Support model and vendor accountability comparison

The hidden cost of multi-vendor support is important to note. Organizations using PeerGFS
have reported what they consider to be long resolution times for complex issues requiring
storage vendor involvement. A critical file corruption or replication failure requiring

NetApp, Peer Software, and Microsoft coordination can potentially consume several days of
engineering hours across vendors.

This is compared to just minutes or a few hours with the Panzura single-vendor model. At
$200/hour internal IT cost, 40-60 hours of engineering time potentially represents $8,000 to
$12,000 per critical incident. Organizations experiencing 4-6 critical incidents annually face
$32,000 to $72,000 in hidden support overhead with multi-vendor architectures—costs that

never appear in TCO calculations but drain IT budgets consistently.

Peer Software PeerGFS Panzura CloudFS

Support Dimension

Vendor accountability

Support availability

Escalation path

Issue resolution speed

Documentation quality

Upgrade testing responsibility

Critical incident management

panzura.com

Multi-vendor (Peer Software +
storage vendors)

Business hours only
depending on tier

Requires coordination
across vendors for
infrastructure issues

Slow; Storage issues require
vendor engagement

Platform-specific
documentation; Fragmented
across vendors

Customer responsible for
cross-vendor compatibility

May require separate
calls to Peer Software +
storage vendor

Single vendor for entire
stack (edge to cloud)

24/7/365 global support

Direct to engineering team;
No finger pointing

Fast; Single team owns full
troubleshooting

Comprehensive knowledge

base with tutorials

Panzura validates entire stack

Unified war room with single
point of contact
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File locking and global consistency

Both solutions prevent simultaneous file editing conflicts through global file locking, but
implementation approaches create performance and scalability differences. CloudFS
employs patented distributed file locking where every file has an origin node that tracks
current data owner status. When users request locks, nodes communicate peer-to-peer to
transfer ownership and process delta lists for file consistency.

This distributed architecture scales linearly because each additional site participates in
the mesh without creating central bottlenecks. The system supports byte-range locking for
concurrent editing within files, enabling multiple users to simultaneously work in AutoCAD
Revit, Excel, and other applications that support range locking.

PeerGFS implements centralized file locking through the PMC server, which acts as

the locking coordinator. The PMC detects when files open with read-write locks and
immediately propagates lock status to all locations. This centralized approach could
create architectural scaling bottlenecks—every lock request funnels through the PMC, and
performance potentially degrades as site count grows.

Qualitative feedback from some PeerGFS customers indicates that the client-server
architecture, which utilizes a centralized file-locking server, has possible scaling limitations
at high volume. This observation centers on the centralized locking mechanism potentially
becoming a bottleneck compared to pure peer-to-peer alternatives operating at scale.
PeerGFS employs a three-tiered conflict resolution system: Automatic resolution for
transient conflicts, configurable retries for temporary failures, and manual quarantine
intervention for unresolvable situations.

Real-world performance data from Network World’s Woodard & Curran case study shows
Panzura delivering files up to 200MB with first-access download followed by LAN-speed
subsequent access, with only modified blocks (for example, 500KB of a 100MB file)
synchronizing globally. PeerGFS customers report seamless file synchronization with fast
local access to their data once configured, though specific performance metrics appear to
remain unpublished in independent testing. This is a red flag when comparing enterprise
solutions “at scale.”
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TOTAL COST OF OWNERSHIP
Documented Capabilities vs. Architectural Constraints

CloudFS supports hundreds of locations. Customer validation confirms intelligent

caching and synchronization supporting hundreds of nodes with 60-second low-latency
synchronization maintaining consistency. Technical specifications define maximum SMB
connections at 3,500-5,000 concurrent users depending on the hardware platform, with VM
instances scaling granularly based on CPU and memory resources.

Unlike PeerGFS, CloudFS’s distributed architecture eliminates central chokepoints that
degrade performance as site count grows. Each CloudFS node participates equally in the
global file system—there’s no PMC server that becomes a bottleneck. This architectural
advantage enables confident deployment at hundreds of locations where collaboration
requirements demand real-time global consistency.

Scalability comparison

Capability Peer Software PeerGFS Panzura CloudFS

Documented maximum sites No published limit; 51 sites 500+ locations
validated by public case
studies

Architectural scaling model Centralized locking, point-to- Distributed locking, peer-to-
point replication peer mesh

Locking performance at scale Possible degradation at Linear scaling—distributed
scale—all locks traverse peer-to-peer negotiation

central PMC

Typical deployment range Potentially 3-50 locations 5-500+ locations optimal
typical
Maximum concurrent Not published 3,500-5,000 per node

connections

Practical scaling limit Possibly ~50 sites before None—architecture supports
centralized locking creates unlimited scale
bottlenecks

A critical assessment could indicate that organizations planning growth beyond 50 locations
face architectural risk with PeerGFS that no amount of vendor assurances can mitigate.

The centralized PMC may represent a fundamental design constraint that, as we see it,

may be impossible to resolve without rearchitecting the entire platform. For example, each
new CloudFS node joins the distributed mesh and participates equally in file locking. Node

panzura.com ©2025 Panzura. All rights reserved.
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51 doesn’t create additional load on node 1—they communicate peer-to-peer. The cloud
storage backend scales near-infinitely with AWS S3’s architecture.

With PeerGFS, every new site adds lock request traffic through the central PMC. Site 51’s
lock requests queue behind sites 1-50, creating latency. At more than 50 locations with
100-200 concurrent users per location, the PMC processes 5,000-10,000 lock requests
simultaneously. This is a chokepoint that could manifest as slow file opens and lock
timeout errors.

Let’s look a little deeper. Distributed architectures scale O(N) where adding N sites creates
N additional workload. Centralized architectures scale O(N2?) where N sites create N2

total communication paths through the central coordinator. At 10 sites, the difference

is negligible (10 vs. 100). At 50 sites, it’s catastrophic (50 vs. 2,500). Mathematics, not
marketing, explains why CloudFS customers routinely operate across limitless locations
while PeerGFS deployments concentrate below 50.

Single-instance vs. multi-site replication economics

The architectural difference between CloudFS and PeerGFS creates fundamentally
divergent Total Cost of Ownership (TCO) trajectories at scale. This divergence is driven by
their approach to managing global data. PeerGFS replicates the problem, while CloudFS
eliminates it.

* PeerGFS Full Replication Model: Requires a full, redundant copy of every file at every
single site. A 200TB dataset across 10 sites immediately balloons to 2PB of total storage
capacity. This capacity burden is compounded by annual data growth, which is replicated
across all locations, leading to exponential capacity strain.

* CloudFsS Single-Instance Model: Utilizes global deduplication against a single
authoritative dataset in the cloud. The same $200TB dataset across 10 sites maintains
a low operational footprint (e.g., 60TB). Annual growth is contained to the deduplicated
capacity, ensuring linear, predictable cost scaling.

Analysis of TCO for large, high-growth deployments demonstrates that the CloudFS
architecture provides a decisive economic advantage across all scenarios. By eliminating
redundant data copies and leveraging low-cost cloud object storage, CloudFS avoids
the multiplicative capacity demands and high storage expansion costs that plague
replication architectures.

For any organization managing global data, especially those planning growth trajectories
beyond a handful of sites or simple data volumes, the CloudFS model offers:
e Lower TCO: A cost advantage that can amount to millions of dollars over five years.

» Architectural Certainty: Elimination of the architectural ceiling and non-linear cost
escalation inherent to centralized, replication-based scaling.

* Predictability: A highly competitive TCO where costs scale linearly with true logical data
growth, not multiplicatively with the number of sites.

panzura.com ©2025 Panzura. All rights reserved.
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Ultimately, global deduplication is mathematically and economically superior to continually
replicating the capacity and management burden across every physical site. Consider the
following highly conservative scenarios, which understate the full value of risk mitigation
and productivity gains, calculating the range of savings ratios by mixing endpoints. The
scenarios may function as useful models for some global IT environments where massive
data sprawl is a daily reality.

SCENARIO 1
25-site deployment with 500TB total data, high growth

e Panzura CloudFS: 150TB after deduplication in single pool; automated tiering to
AWS Glacier Instant Retrieval saves an additional 68% on cold data (60% of data
typically cold).

Potential 5-year TCO: $750-900k with predictable cost model scaling linearly with
deduplicated growth.

* PeerGFS: 500TB x 25 sites, using a full-replica model, demands 12.5PB total capacity.
PeerGFS’s per-TB licensing model and centralized architecture potentially compound
costs as sites and volume grow.

Potential 5-year TCO: $1.8M-$2.4M with non-linear scaling risk as centralized
architecture strains under 25-site load.

* CloudFsS advantage: $900K-1.65M savings (approximately 38-92% lower TCO).

SCENARIO 2
50-site global manufacturing deployment with 1PB data

e Panzura CloudFS: 250TB after deduplication; distributed architecture scales without
performance degradation; single-vendor support model.

Potential 5-year TCO: $1.2-1.5M with global footprint fully supported.

* PeerGFS: 1PB x 50 sites, using a full-replica model, demands 50PB total capacity.
The multiplicative capacity demand and centralized PMC architecture at this scale
potentially represents a critical architectural limit.

Potential 5-year TCO: $3.5-5M with architectural risk that may require future
re-architecture

 CloudFS advantage: $2-3.8M savings (40-109% lower TCO) plus elimination of
architectural ceiling requiring future replacement.

Furthermore, consider that the TCO advantage compounds at scale. Organizations planning
growth trajectories beyond 10 sites or 100TB should model 5-year costs. The CloudFS
economic advantage accelerates as deployment scales, while multiplicative storage and
licensing structure creates exponential cost growth.
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Integration ecosystem and platform compatibility

When it comes to the integration advantage, CloudFS again wins. It provides unified API
access across the entire global file system, enabling consistent monitoring, automation,
and management regardless of edge filer location. PeerGFS integration capabilities vary by
underlying storage platform. For example, NetApp sites offer different monitoring than Dell
sites, creating operational complexity for multi-vendor environments.

The protocol advantage with CloudFS is equally clear. Simultaneous SMB/NFS/S3 access
to the same dataset enables hybrid workflows—engineers access files via SMB while Al/ML
pipelines consume data via S3 APl without duplication or synchronization delays. PeerGFS’s

protocol support depends entirely on the underlying storage platform capabilities, with NFS

support limited to specific configurations.

Peer Software PeerGFS Panzura CloudFS

Protocol and platform support

Feature

SMB (Windows)

NFS (Unix/Linux)

S3 Object Access

Multi-Protocol Simultaneous

Windows Server

Linux/Unix

Cloud Storage Backend

Native, full support

Limited (v6.2+, replication
only, no collaboration)

Backup/replication target only
(no native object access)

SMB+NFS (v6.2+, Enterprise/
DC licenses, limited
platforms)

Primary platform (required for
edge caching)

Limited (agents added v6.2+,
replication only)

AWS S3, Azure Blob (backup/
replication targets, not
authoritative)

Native, full support
including DFS-N

Multi-protocol support
simultaneous with SMB

Native S3 API (v8.6+),
simultaneous file+object
access

SMB/NFS/S3 to same
dataset without conflicts

Supported via CloudFS
controller

Full support via NFS

Cleversafe, Amazon, Azure,
Cloudian, Dell ECS, Google,
IBM COS, IIJ, MinlO-S3,
Scality, StorageGRID, Wasabi

PeerGFS could require a separate S3 backup and replication target with synchronization
lag. NetApp ONTAP S3 support exists but operates as independent protocol—files accessed
via SMB do not automatically appear in S3 namespace without additional configuration.
CloudFS delivers native S3 APl where the same files are accessible simultaneously via

panzura.com
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SMB (\cloudfs\share), NFS (nfs://cloudfs/share), and S3 (s3://bucket/). This capability is
architecturally impossible with replication-based approaches like PeerGFS that lack an
authoritative single-instance data store.

Edge access and caching

Both solutions address distributed workforce requirements through intelligent caching,
but implementation differs materially. CloudFS automatically tracks hot/warm/cold file
blocks with user-definable cache percentages (typically 10-20% of total dataset cached
locally), prefetching files when ownership changes between filers. CloudFS extends access
to remote and mobile users without a VPN across Windows, Mac, iOS, Android, and web
browsers, with automatic upload resume after connectivity interruptions and no file

size limits. Users experience LAN-equivalent performance for cached files regardless of
geographic location.

PeerGFS Edge Caching (introduced v5.0) implements master-edge hierarchies where 2+
master participants hold full datasets while edge locations maintain frequently accessed
files with stub files for infrequent data. On-demand rehydration retrieves full files from
masters when users access stubs. However, a critical limitation is that Edge Caching
supports Windows File Servers only for edge participants. They cannot use NAS platforms
(NetApp, Dell EMC) at edge locations. This restriction may require organizations with
standardized NAS infrastructure to potentially deploy separate Windows servers specifically
for edge caching, increasing licensing costs and management complexity.

Security, resilience, and compliance

The FIPS 140-3 advantage cannot be overstated. Government agencies, defense contractors,
healthcare providers handling PHI, and financial institutions under regulatory scrutiny
cannot deploy non-certified cryptographic solutions. CloudFS’s certification validates that
encryption implementation meets federal standards. Panzura CloudFS is the only solution of
its kind with FIPS 140-3 certification, which is a critical qualification that creates automatic
qualification differences in government and defense contractors (NIST 800-171 compliance
required), healthcare providers handling PHI (HIPAA), financial institutions (PCI-DSS, SOX),
and regulated manufacturing (ITAR, EAR). For example, CloudFS is certified and deployable
on FedRAMP-authorized infrastructure, unlike competitors who only claim to have security
features that support compliance. The difference could result in extended procurement,
legal review, and sales cycle length.

PeerGFS relies entirely on underlying storage platform snapshot capabilities—NetApp
SnapVault provides hourly snapshots, Dell EMC provides configurable intervals, Windows
File Server typically daily. Recovery speed depends on storage vendor capabilities and
manual administrator intervention rather than automated threat detection and instant
rollback. According to Frost & Sullivan, CloudFS offers the fastest RPO in the industry.
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Security Feature

Encryption at rest
Encryption in transit
FIPS 140-3 certification

Immutable storage (WORM)
Ransomware protection

Compliance certifications

Snapshots

Audit trail

Data residency controls

panzura.com

WHITEPAPER: Panzura CloudFS vs. Peer Software PeerGFS

Depends on underlying
storage (typically AES-256)

SSL/TLS supported

Not certified—disqualified
from regulated industries

Depends on underlying
storage capabilities

Depends on storage
snapshots

Inherits from underlying
platforms (NetApp, Dell
certifications)

Depends on underlying
storage (NetApp hourly, Dell
configurable)

Depends on platform (NetApp
FPolicy, Windows auditing)

Depends on storage
placement—requires manual
policy management

Peer Software PeerGFS Panzura CloudFS

AES-256 CBC with FIPS 140-3
validated modules

Dual encrypted with TLS 1.2,
1.3

Only hybrid cloud file solution
certified

Native immutable snapshots
every 60 seconds

Al-powered Threat Control,
sub-60s RPO

FIPS 140-3, NIST 800-171, SOC
2

Every 60 seconds, up to
10,000 per controller

Comprehensive file access
logging with tamper-proof
retention

File-level geofencing for
GDPR/data sovereignty

©2025 Panzura. All rights reserved.
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THE FINAL WORD
Panzura CloudFS Delivers Superior Value

Organizations should prioritize Panzura CloudFS for scalable global deployments where

the single-pool architecture and distributed locking eliminate replication complexity at

scale. Cloud-first strategies benefit from native object storage integration with AWS S3,
Azure Blob, Google Cloud, and on-premises S3-compatible systems providing long-term
architectural alignment.

The evidence demonstrates CloudFS’s architectural superiority for organizations pursuing
cloud transformation with global collaboration requirements. Unlike PeerGFS’s replication
overlay approach that preserves legacy infrastructure at the cost of multiplicative storage
consumption, CloudFS consistently delivers 35-80% storage savings through global dedupli-
cation while eliminating centralized bottlenecks that constrain scalability beyond 50 sites.

The TCO case is decisive. For example, organizations with more than 10 locations and
more than 50TB of data realize substantial potential 5-year savings in the millions of
dollars through reduced storage capacity, simplified licensing, and single-vendor support.
Furthermore, the compliance advantage is non-negotiable. Lack of FIPS 140-3 certification
potentially complicates working with government, defense, healthcare, and regulated
financial services, representing 30-40% of the enterprise market. Organizations in these
sectors should immediately shortlist CloudFS as the certified option.

Summary architectural comparison

Peer Software PeerGFS Panzura CloudFS

Replication overlay on existing
storage

Architecture Component

Native global file system,
single authoritative dataset

Fundamental approach

Storage requirement

Data reduction

File locking

Synchronization

panzura.com

Full replica at each site
(Nxdata volume) or master-
edge

Delta-level replication
(block changes only, no
deduplication)

Centralized through Peer
Management Center
(bottleneck at scale)

Event-driven delta replication

Single cloud pool + local
cache (20-30% of data size)

Global deduplication at 128KB
blocks (35-80% savings)

Distributed peer-to-peer with
Origin node tracking

60-second global burst sync
+ immediate P2P updates

©2025 Panzura. All rights reserved.
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Architecture Component Peer Software PeerGFS Panzura CloudFS

Cloud integration Overlay; Cloud as backup/ Native; Cloud is authoritative
replication target only storage tier

Vendor dependency Multi-vendor (Peer Software Single vendor, Single
+ storage vendors); Complex support point
support

Scaling architecture Constrained scaling; Linear scaling; Distributed
Centralized PMC limits sites mesh grows without

bottlenecks

Protocol support Platform-dependent (typically =~ Simultaneous SMB/NFS/S3

SMB only; NFS limited) to same dataset

CloudFsS provides a global file locking technology, called Global Read Write (GRW), which
controls read and write file locking. This technology allows many users and work-sharing
applications to leverage global CloudFS without suffering file locking or performance issues.
In this context, the potential architectural risk with PeerGFS cannot be mitigated. The
centralized PMC file locking architecture possibly creates practical scaling limits around 50
locations, which could result in double-migration expenses within 3-5 years.

The urgency imperative demands action. Every month of delay costs thousands of dollars in
wasted storage capacity, and lost productivity. Competitors deploying modern infrastructure
capture market share while laggards struggle with file synchronization delays. The cost of
delay compounds. Consider that an 18-month hesitation potentially forfeits massive savings
in cumulative impact as competitors race ahead.

In our opinion, technologists should evaluate CloudFS as the primary solution for most
cloud native global file services, considering PeerGFS only when site count will remain
permanently low, and substantial existing storage investments require preservation through
multi-year depreciation cycles. In all other scenarios, particularly regulated industries, high-
growth companies, and multisite deployments, CloudFS is the most defensible architectural
choice. It eliminates scaling risk, reduces TCO by up to 50-70%, and provides single-vendor
accountability for mission-critical file infrastructure.

The technical evidence, customer validation, and cost-benefit analyses converge on a clear
conclusion. Panzura CloudFS consistently delivers superior TCO and scalability across
small-to-large enterprise deployments. Organizations prioritizing short-term infrastructure
preservation over long-term architectural alignment possibly face inevitable migration
costs as PeerGFS’s centralized architecture constrains growth. Choose CloudFS and secure
immediate ROl while avoiding double-migration expenses over a few short years.

In the final analysis, the choice depends on your specific requirements, technical
capabilities, and strategic priorities. For technologists, understanding the architectural
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differences between Panzura CloudFS and Peer Software’s PeerGFS allows for a better-
informed decision. We invite you to compare and are certain you’ll find CloudFS to be the
superior solution. Schedule a no-commitment demo now.

This analysis is based on publicly available information, vendor documentation, industry research,
and independent technical evaluations. Organizations should conduct their own assessments based
on specific requirements and environments. *All product and company names are trademarks

or registered® trademarks of their respective holders. Use of those names does not imply any
offiliation with or endorsement by their owners. The opinions expressed above are solely those of
Panzura LLC as of October 30, 2025, and Panzura LLC makes no commitment to update these
opinions after such date.
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